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Abstract
Feature selection is the process of selecting a min-
imal subset of features that provide the same clas-
sification ability as the given set of attributes. Prof.
Pawlak introduced Rough Set Theory (RST), which
has emerged as an effective framework for feature
selection. RST based feature selection also known
as attribute reduction or reduct computation.
This research is motivated by the challenges

presented by today’s massive data sets: big dimen-
sionality, variety of the data, and data partition-
ing strategy of MapReduce framework. Existing
approaches for attribute reduction in categorical
data sets (decision systems with categorical at-
tributes (CDS)) adopted horizontal partitioning
(HP) strategy for partitioning the data to the clus-
ter of nodes. This strategy results in computational
overheads for big dimensional data sets. Further-
more it presents an immense problem if the data
set containsmissing values (in incomplete decision
systems (IDS)), or if the data set contains differ-
ent types of attributes (in hybrid decision systems
(HDS)).

This thesis proposes a MapReduce based ap-
proach for attribute reduction in CDS with big
dimensionality, that investigates the vertical par-
titioning (VP) strategy. Approaches for IDS are
proposed using Novel Granular Framework (NGF)
(an extension to RST) and adopt HP and VP strate-
gies. Fuzzy-rough sets (an extension to RST) based
accelerator is introduced, and approaches are pro-
posed using HP and VP strategies. The proposed
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approaches are implemented using Apache Spark.
Experimental analysis carried out on benchmark
large-scale data sets with the variance in object
and attribute space. The results show that the HP
based approaches perform well for the larger ob-
ject space data sets with moderate attribute space.
And the VP based approaches scale well for big
dimensional data sets with moderate object space.
In future, this research has a scope to explore ap-
proaches that can simultaneously scale in both
huge object and attribute spaces.
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1 Introduction
Over the last few years, there has been an exponen-
tial increase in data generation per day. Mining
knowledge from the large amounts of data is a
challenging task because of the uncertainty and
inconsistency in the data. Feature subset selection is
one of the approaches that helps in exploiting the
data redundancy to reduce the uncertainty from
large-scale data sets. Feature subset selection is the
process of selecting a minimal subset of features
that provide the same classification ability as the
whole attributes.

1.1 Rough Set Theory for feature selection
In 1982, Prof. Pawlak [9] introduced Rough Set
Theory (RST) as Soft Computing paradigm. RST
is effective in dealing with uncertainty and vague-
ness in the data. It has become an area of great
interest to the researchers for the feature selection.
Feature subset selection using rough sets prin-

ciples is known as attribute reduction or reduct
computation. The selected feature subset is termed
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as reduct. Thus the “reduct is a minimal subset of
conditional attributes that provide the same classi-
fication ability as the set of conditional attributes
in the decision system”. In RST, the reduct compu-
tation methods are primarily categorized into: (i)
Dependency measure, and (ii) Discernibility matrix.
In the current research, the methods are proposed
based on both the dependency measure and dis-
cernibility matrix approaches which are fall under
filter based methods of feature selection.
Due to the exponential growth of data, if the

data set is large-volume and/or high dimensional,
the traditional (sequential) attribute reduction al-
gorithms can not perform well. Most of the re-
searchers found parallel/distributed computation
as the good solution for scalable attribute reduc-
tion. Therefore, researchers try to parallelize the
traditional attribute reduction algorithms to achieve
scalability.

1.2 MapReduce programming model
According to a comprehensive review of the lit-
erature on reduct computation over the last two
decades, it is observed that, researchers are more
likely to adopt the MapReduce model [2] for cre-
ating parallel/distributed approaches than non-
MapReducemodels (traditional parallel/distributed
computation models such as MPI, OpenMP and
BSP). Because theMapReduce framework provides
a consistent structure for deriving granular aggre-
gated information in the reduce phase using con-
structed partial granules information in the map
phase, which is crucial for achieving rough set
based attribute reduction. Thus, in recent years (es-
pecially last decade) severalMapReduce approaches
were proposed for attribute reduction in large-
scale data sets [11–13].
The current research also adopts MapReduce

model for proposing the approaches. Hadoop, Twister,
Apache Spark, etc., are some of the existingMapRe-
duce frameworks. The proposed approaches in this
research are implemented on Apache Spark frame-
work [14].

2 Research motivation and
objectives

Several researchers have been interested in at-
tribute reduction in large-scale data sets, andmany
approaches have been proposed. The majority of
these approaches are hindered by the challenges
presented by today’s massive data sets. The cur-
rent research is motivated by these challenges,
which include big dimensionality, variety of the

data in large-scale data sets, and data partitioning
strategy used to divide the input data set.

2.1 Big dimensionality
Similarly to big data, the term “big dimensionality”
[1] has been invented to describe the enormous
amount of attributes reaching to levels that render
existing attribute reduction approaches ineffective.
Some of the most prominent areas that deal with
big dimensionality challenges are,microarray anal-
ysis, text and image classification.
To accelerate the attribute reduction in large

data sets, many classical rough set-based methods
have been developed using the MapReduce model.
Despite the effectiveness of these methods, they
are confronted with various issues and are unable
to effectively and efficiently handle the large-scale
data sets with big dimensionality.

2.2 Impact of data partitioning
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Figure 1. Horizontal partitioning of the data

All the existing rough set theory based attribute
reduction approaches [4, 10, 15] for CDS using the
MapReduce model adopted horizontal partitioning
strategy (shown in Figure 1) for partitioning the
input data to the cluster of nodes. This strategy
results in computational overheads for the big di-
mensional data sets. Because, with this strategy,
considerable amount of data to be communicated
across shuffle and sort phase and a complex reduce
phase is involved in any MapReduce framework.
This has inspired us to look into alternative data
partitioning strategy that avoid the problems of
horizontal partitioning.

2.3 Variety of the data
In the current research, the variety of the data
refers to missing object values (incomplete) of at-
tributes in the data sets or different types of at-
tributes (e.g., categorical, numerical,...etc.) in the
data sets. The decision systems with categorical
(or discrete) attributes are known as Categorical
Decision Systems (CDS). The decision systems that
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include objects with missing attribute values are
referred to as Incomplete Decision Systems (IDS).
The decision systems with different types of at-
tributes are known as hybrid decision systems
(HDS). The extensions to classical rough sets such
as tolerance rough sets [7] and fuzzy-rough sets
[3] are used to deal with IDS and HDS respectively.
Attribute reduction in these decision systems pose
much severe computational challenges and involve
higher space and time complexities in building
MapReduce based approaches.
From the literature, it is observed that, all the

existing approaches for attribute reduction in IDS
are sequential methods, parallel/distributed ap-
proaches have not proposed. Different strategies
in MapReduce framework are needed to parallelize
the existing extensions of classical rough sets. This
has motivated us to investigate MapReduce based
approaches to deal with massive incomplete data
sets.
From extensive review of literature [5, 6], it is

observed that, the approaches for attribute reduc-
tion in HDS involve higher space and time com-
plexities compared to classical rough sets. It is
also observed that a substantial decrease in mem-
ory usage is achieved in the discernibility ma-
trix based approach relative to the dependency
measure based approach. Further discernibility
matrices are more suitable for performing paral-
lel/distributed computation. The advantages of dis-
cernibility matrix over dependency measure, and
also non availability of discernibility matrix based
scalable approaches in the literature encouraged
us to investigate MapReduce approaches based on
discernibility matrix.

2.4 Research objectives
Each of the research problems mentioned in pre-
ceding section form the objectives of this research.

• The first objective of this research is to inves-
tigate an alternative data partitioning strat-
egy known as “vertical partitioning”, which
is used to partition the input data set to the
nodes of the cluster. The applicability of this
strategy is explored for rough set based at-
tribute reduction in large-scale CDS with
big dimensionality.

• The second objective is to explore MapRe-
duce based attribute reduction approaches
for large-scale IDS that uses existing Novel
Granular Framework (NGF) (an extension

to classical rough sets) to handle the incom-
pleteness in the data and adopt horizontal
and vertical partitioning strategies.

• The third and fourth objectives of this re-
search are to explore discernibility matrix
based attribute reduction in large-scale HDS
using MapReduce with the strategies of hor-
izontal and vertical partitioning.

The summary of aforementioned objectives of
this research can be enunciated as follows:
“This research objective is to explore MapRe-
duce based parallel/ distributed reduct com-
putation in Categorical, Incomplete and Hy-
brid decision systems, where the relevance of
horizontal and vertical partitioning strategies
are investigated in partitioning the data to the
nodes of the cluster.”

3 Research contributions
Contributions to this research are made in relation
to the research objectives outlined in the preceding
section. A brief summary of each contribution is
given below.

3.1 Parallel attribute reduction in
Categorical Decision Systems

A MapReduce based algorithm MR_IQRA_VP is
proposed using vertical partitioning strategy for at-
tribute reduction. The vertical partitioning is used
alternative to horizontal partitioning that parti-
tions the input data set in attribute space to the
nodes of the cluster. Figure 2 shows vertical par-
titioning of the input data. From the figure, with
the vertical partitioning strategy, all the objects’
information of a subset of attributes is available in
a data partition of a node in the cluster.
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Figure 2. Vertical partitioning of the data

With vertical partitioning strategywe haveman-
aged a massive reduction in data transformation
and communication in the shuffle and sort phase of
Apache Spark, which is a primary bottleneck of the
horizontal partitioning based reduct algorithms.
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The positive region removal and granular refine-
ment features are successfully incorporated into
MR_IQRA_VP algorithm, which delivered huge
computational gains.

The advantages and limitations of the proposed
MR_IQRA_VP algorithm is theoretically and exper-
imentally studied, inferences are obtained through
comparative analysis with horizontal partitioning
based algorithms: PLAR [15], IN_MRIQRA_IG [10]
and PFSPA [4]. The efficiency of the MR_IQRA_VP
is evaluated based on the computational evaluation
(Running time and reduct size metrics are used),
performance evaluation (Speed up, scale up and size
up metrics are used) and impact of the partitioning
strategy. Extensive experimental results showed
that MR_IQRA_VP is a more suitable and scalable
algorithm for the big dimensional data sets having
moderate size object space.
The work in this contribution has been pub-

lished in [13].

3.2 Parallel attribute reduction in
Incomplete Decision Systems

MapReduce based parallel/distributed approaches
are proposed based on the Novel Granular Frame-
work (NGF) [7] for attribute reduction in IDS us-
ing horizontal and vertical partitioning strategies.
Briefly, this contribution includes the following:

• An alternative representation of the NGF is
proposed and adopted to develop theMRIDS_HP
algorithm. This algorithm uses the horizon-
tal partitioning strategy.

• Algorithm MRIDS_VP is developed by paral-
lelizing the existing NGF based on the strat-
egy of the vertical partitioning.

Since, the algorithm MRIDS_HP is using horizon-
tal partitioning strategy, the positive region re-
moval feature is incorporated but granular refine-
ment [7] is not incorporated. But MRIDS_VP algo-
rithm incorporates both the features.
It is worth to mention that, to the best of our

knowledge, the proposed approaches are the first
research of its kind on parallel/distributed attribute
reduction in IDS. The efficiency of the proposed
approaches is proved based on computational and
performance evaluation. Different benchmark data
sets with variance in incompleteness percentage
are used in experimental analysis. With exten-
sive experimental analysis and theoretical valida-
tion, the proposed MRIDS_HP algorithm has been
proven to be efficient and more suitable for the
incomplete data sets with massive number of ob-
jects and moderate number of attributes. Similarly,

the MRIDS_VP algorithm has been shown to be
effective and ideal for the big dimensional data
sets having modest object space. The computa-
tional and performance evaluation demonstrated
that the proposed methods are efficient in attribute
reduction even if we have huge number of missing
values in the data.

The work in this contribution has been pub-
lished in [11].

3.3 Parallel attribute reduction in Hybrid
Decision Systems

In this contribution Fuzzy Discernibility Matrix
(FDM) based approaches are proposed for scalable
fuzzy-rough attribute reduction in HDS. In sum-
mary, the contribution include the following.

1) A fuzzy discernibility matrix based attribute
reduction accelerator (DARA) is introduced.
Based on this accelerator, a sequential algo-
rithm IFDMFS (Improved Fuzzy Discernibil-
ity Matrix based Feature Selection) is devel-
oped for attribute reduction in HDS.

2) Further, MR_IFDMFS algorithm is developed
using horizontal partitioning strategy. This
algorithm is MapReduce based version of
IFDMFS.

We carried out the experiments in two stages to
evaluate the proposed sequential IFDMFS and par-
allel MR_IFDMFS algorithms. In the first stage of
the experiments, the comparative results of the
IFDMFS algorithm are presented by comparing
with the existing PARA [6] algorithm, which is
an accelerator for fuzzy-rough reduct computa-
tion. In the second stage of the experiments, the
efficiency of MR_IFDMFS is provided by compar-
ing with the existing state-of-the-art algorithms:
MR_FRDM_SBE [8] and DFRS [5].
The merits and limitations of the IFDMFS and

MR_IFDMFS algorithms are proved through exten-
sive computational and performance evaluation.
The comparative study of IFDMFS and PARA has
shown experimentally that the proposed algorithm
is useful in achieving shorter length reducts with
substantial computational gains. The significant
computational gains achieved by MR_IFDMFS al-
gorithm over the existing approaches on all the
data sets strongly establishes the role of the pro-
posed accelerator DARA in imparting space re-
duction as the algorithm progresses and there by
aiding in reduction of computational time.
The work in this contribution has been pub-

lished in [12].



Explorations into MapReduce based Parallel Reduct Computation Doctoral Symposium, 21-24 October 2021, Bangalore, India

4 Conclusions and Future work
In this research work, we explored MapReduce
based reduct computation in categorical, incom-
plete and hybrid decision systems, where the rele-
vance of horizontal and vertical partitioning strate-
gies was investigated in partitioning the input data
to the nodes of the cluster.

The proposed approaches were implemented in
Apache Spark. Since the proposed approaches are
parallel/distributed, this research concentrated on
the computational evaluation, performance evalua-
tion and impact of the partitioning strategy. No ex-
periments were performed to measure the quality
of downstream tasks after using reduced attributes.
Extensive experimental study was performed on
several benchmark data sets with variations in ob-
ject and attribute space. The experimental results,
as well as theoretical validation, demonstrated
that the horizontal partitioning-based methods
perform effectively for huge object space data sets.
Vertical partitioning-based methods were relevant
and scale well for data sets with big dimension-
ality. And, the proposed approaches were found
to have better computational gains over existing
state-of-the-art approaches.

This research’s fourth contribution, Parallel at-
tribute reduction in hybrid decision systems utilis-
ing vertical partitioning strategy, will be finished
shortly. In future, this research has the potential
to look at viable rough set-based MapReduce ap-
proaches that can simultaneously scale in both
huge object space and attribute space. From the
proposed algorithms, it can be observed that, they
dealt with volume and variety characteristics of
big data. Therefore, this research offers the oppor-
tunity to investigate suitable MapReduce methods
that can deal with the velocity characteristic of big
data by the creation of streaming-based incremen-
tal approaches.
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